Partitioning Degrees of Freedom in Hierarchical and Other Richly Parameterized Models

Yue Cui
Department of Biometrics
Abbott Labs
Abbott Park, IL 60064

James S. Hodges, Xiaoxiao Kong, and Bradley P. Carlin
Division of Biostatistics
University of Minnesota
Minneapolis, MN 55414
(hodges@ccbr.umn.edu)

Hodges and Sargent (2001) have developed a measure of a hierarchical model’s complexity, degrees of freedom (DF), that is consistent with definitions for scatterplot smoothers, is interpretable in terms of simple models, and enables control of a fit’s complexity by means of a prior distribution on complexity. But although DF describes the complexity of the whole fitted model, in general it remains unclear how to allocate DF to individual effects. Here we present a new definition of DF for arbitrary normal-error linear hierarchical models, consistent with that of Hodges and Sargent, that naturally partitions the n observations into DF for individual effects and for error. The new conception of an effect’s DF is the ratio of the effect’s modeled variance matrix to the total variance matrix. This provides a way to describe the sizes of different parts of a model (e.g., spatial clustering vs. heterogeneity), to place DF-based priors on smoothing parameters, and to describe how a smoothed effect competes with other effects. It also avoids difficulties with the most common definition of DF for residuals. We conclude by comparing DF with the effective number of parameters, pDp, of Spiegelhalter et al. (2002). Technical appendices and a data set are available online as supplemental materials.
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1. INTRODUCTION AND MOTIVATION

Hodges and Sargent (2001) developed a measure of a hierarchical model’s complexity, degrees of freedom (DF), that is consistent with the definition for scatterplot smoothers and interpretable in terms of simple models. DF describes complexity of the whole fitted model but in general it is unclear how to allocate DF to individual parts of a model. Here we present an example that introduces the problem of measuring the complexity of a model’s components.

Example 1 (Periodontal measurements: clustering and heterogeneity). Periodontal attachment loss (AL)—the extent of a tooth’s root (in millimeters) that is no longer attached to surrounding bone by periodontal ligament—is used to diagnose and monitor periodontal disease. We present analyses of AL measurements for 12 research subjects, for each of whom AL was measured on a quadrant of 7 teeth. On each tooth, 3 sites (distal, direct, and mesial) on both the buccal (tongue) side and lingual (cheek) side were measured, giving $3 \times 7 = 42$ sites per subject. Figure 1 is a schematic of one subject’s measurements. A site’s AL measurement is the sum of true loss and measurement error, which is substantial. Spatial correlation in true AL arises because if a person has poor hygiene in an area of the mouth, sites in that area may be more prone to loss, and because bacterial infection (the ultimate cause of periodontal damage) is transmitted among the sites on a given tooth. Nonspatial heterogeneity arises from local features of the dentition, for example, tooth malalignments that predispose a site to gum recession or features that make measurement difficult and affect all examiners similarly.

Gilthorpe et al. (2003) used nonspatial random effects to merge the “linear” and “burst” theories of progressive attachment loss, while Reich and Hodges (2008a) used spatial random effects to improve detection of disease progression. The preceding paragraph suggests a model with both spatial clustering and nonspatial heterogeneity in true AL, however. We consider a model commonly used by epidemiologists (Besag, York, and Mollie 1991). For simplicity, we model one subject and one measurement at each site; Section 3.1 presents an analysis of all 12 subjects. The data set is available online with the supplemental materials.

Let $y \in \mathbb{R}^N$ be observations on N sites on a spatial lattice with G islands (unconnected groups of sites); $N = 42$ and $G = 1$ in our example. Model $y$ as multivariate normal with mean $\delta + \xi$ and error covariance $\sigma^2 I_N$. Nonspatial heterogeneity is captured by $\xi = (\xi_1, \ldots, \xi_N)^T$, modeled as $N(0, \tau^2 \delta I_N)$. Spatial clustering is captured by $\delta$ as follows. Neighbor relations among sites are summarized in an $N \times N$ matrix $Q$, with nondiagonal entries $q_{ij} = -1$ if site $i$ and $j$ are neighbors and 0 otherwise, while diagonal entry $q_{ii}$ is the number of site $i$’s neighbors. Figure 1 shows the neighbor pairs that we used; other choices are possible (e.g., Reich, Hodges, and Carlin 2007). Then $\delta$ is modeled with an intrinsic conditional autoregressive model, $\text{CAR}(Q, \tau^2)$. Conditional on $\tau^2$, $\delta$ has (improper) joint density

$$f(\delta | \tau^2) \propto (\tau^2)^{(N-1)/2} \frac{1}{2 \tau^2} \exp \left( -\frac{1}{2 \tau^2} \delta^T Q \delta \right).$$

This density is always improper because $1_N$ is an eigenvector of $Q$ with eigenvalue 0; the impropriety implicitly allows $\delta$ a nonzero intercept, which we make explicit later. Also note that
\[
\delta^T Q \delta = \sum_{j<i} (\delta_j - \delta_i)^2,
\]
where \( j \sim i \) means that \( j \) is \( i \)'s neighbor; thus \( Q \)’s specification has the effect of shrinking neighbors toward each other.

The model’s components for clustering (\( \delta \)) and heterogeneity (\( \xi \)) are controlled by variances \( \tau_\delta^2 \) and \( \tau_\xi^2 \). As \( \tau_\delta^2 \) is increased, \( \xi_i \)'s magnitude increases but without a spatial pattern. The effect of increasing \( \tau_\xi^2 \) is determined by the spatial neighbor pairs. To see how, consider a simplified model without \( \xi \), so that \( y = \delta + \epsilon \), where \( \delta \sim \text{CAR}(Q, \tau_\delta^2) \) as before, and \( \epsilon_i \sim N(0, \sigma^2) \), and assume that \( G = 1 \). Given \( r = \sigma^2/\tau_\delta^2 \), the posterior mean and best linear unbiased predictor (BLUP) of \( \delta \) are \( \hat{\delta} = (I_N + rQ)^{-1}y \). Let \( Q \) have spectral decomposition \( Q = V \delta \Phi \), where \( D = \text{diag}(d_1, \ldots, d_{N-1}, 0), d_1 \geq \cdots \geq d_{N-1} > 0 \), and the orthonormal \( V \) partitions as \( V = (V_1 | \sqrt{N}1_N) \) where \( V_1 \) is \( N \times (N-1) \) (Hodges, Carlin, and Fan 2003). The single zero eigenvalue and conforming partition of \( V \) arise because there are \( G = 1 \) islands. Then \( \delta = V \hat{\delta} \), where \( \hat{\phi} = (I_N + rD)^{-1}V'y \). Because \( d_N = 0 \), \( \hat{\delta}_N = \frac{1}{\sqrt{N}} \hat{\delta} \), regardless of \( r \), whereas for \( i < N \), \( \hat{\delta}_i = (V_i'y)/(1 + rd_i) \), which is shrunk toward 0 by \( rd_i > 0 \). For the lattice in Figure 1, the three smallest eigenvalues, \( d_{N-1}, d_{N-2}, \) and \( d_{N-3} \), are the largest, \( d_1 \), by factors of \( 248, 62, \) and \( 28 \), respectively; the corresponding columns of \( V_1 \) describe roughly linear, quadratic, and cubic trends along the long axis of Figure 1. Columns of \( V_1 \) corresponding to increasingly larger \( d_i \) describe increasingly higher-frequency variation in the spatial structure, whose coefficients \( \hat{\phi}_i \) are shrunk toward 0 to increasingly greater degrees for given \( r = \sigma^2/\tau_\delta^2 \). Thus for small \( \tau_\delta^2 \), the fitted values \( \hat{\delta} \) mostly reflect a damped large-scale structure (Reich and Hodges 2008b), and as \( \tau_\delta^2 \) increases, damping is reduced in all \( \hat{\phi}_i \), and the fit becomes increasingly wiggly.

After this model is fitted, any of several measures can be used to describe the whole model’s complexity, but the distinct contributions of the heterogeneity and clustering components are not well understood. In this article we propose a partition of a readily interpretable measure of complexity (Hodges and Sargent 2001; henceforth H&S). H&S used a model in which observed data \( y \in \mathbb{R}^d \) are assumed to be multinormal with mean \( X_1 \theta \) and covariance matrix \( \Gamma_0 \), with \( X_1 \) known and \( \theta \) constrained by a model or prior distribution, \( Z_\theta \sim N(\mathbf{0}, \Gamma_1) \), with \( Z \) known. \( \Gamma_0 \) and \( \Gamma_1 \) are usually functions of a few unknowns. H&S reformulated this as a linear model,

\[
y = \begin{pmatrix} y \\ \theta \end{pmatrix} = \begin{pmatrix} X_1 \\ Z \end{pmatrix} \theta + \begin{pmatrix} e \\ \delta \end{pmatrix} = X \theta + \epsilon.
\]

(1)

where \( \epsilon = (\epsilon, \delta)' \sim N(\mathbf{0}, \Gamma) \) for \( \Gamma = \text{diag}(\Gamma_0, \Gamma_1) \), so \( \epsilon \) and \( \delta \) are independent a priori conditional on unknowns in \( \Gamma \). (This formulation is equivalent to that of H&S, but we are about to discard it, so we will not belabor the equivalence.) Define \( X = (X_1'Z)' \); then, given \( \Gamma, X_1 \theta \) has posterior mean or BLUP \( X_1 (X_1'X_1)^{-1}X_1' \Gamma_0^{-1} \). H&S used linear model theory to rationalize defining the complexity or DF of this model fit given \( \Gamma \) as

\[
\rho = \text{tr} [X_1 (X'X_1)^{-1} X_1' \Gamma_0^{-1}].
\]

and showed \( \rho \) is the same as other measures of complexity when both are defined. Lu, Hodges, and Carlin (2007) extended this definition to generalized linear hierarchical models.

H&S’s DF can be used for several purposes. Model complexity is used in model-comparison criteria, although (for reasons discussed later) we do not consider such criteria here. The original aims of H&S were to describe the complexity of a fitted hierarchical model and to control that complexity by putting
a prior distribution on it, inducing a prior on unknowns in $\Gamma$. (In Sec. 2.6 we present an accessible introduction to this idea.) Several authors have specified priors this way, for example, Paciorek and Schervish (2006), Hodges et al. (2007), and Lu, Hodges, and Carlin (2007), who extended uniform shrinkage priors (Daniels 1999; Natarajan and Kass 2000).

H&S’s approach has some limitations that restrict its use. Except for special cases, such as balanced single-error term ANOVA (Hodges et al. 2007), it is unclear how to allocate DF to individual effects. We use examples to illustrate this limitation and later show the advantage of removing it.

Example 1 (Revisited). The model for $\delta$ can be reexpressed as $V(Y) = N(0, \tau^2D^{-1})$, where $D_k = \text{diag}(d_0, \ldots, d_{N-1})$. The models for $\delta$ and $\xi$ are then combined as in (1),

$$
\begin{pmatrix}
0 \\
0
\end{pmatrix} = 
\begin{pmatrix}
I & I \\
0 & -V_1
\end{pmatrix}
\begin{pmatrix}
\delta \\
\xi
\end{pmatrix} + 
\begin{pmatrix}
\epsilon \\
\phi
\end{pmatrix}
$$

for $\epsilon \sim N(0, \sigma^2I)$, $\phi \sim N(0, \tau^2D^{-1})$, and $\phi \sim N(0, \tau^2I_N)$. H&S’s DF is then (Lu, Hodges, and Carlin 2007)

$$
\rho = \text{tr}\left(\begin{pmatrix}I_N & I_N \\ I_N & I_N\end{pmatrix}\begin{pmatrix}I_N + \sigma^2/Q & I_N \\ I_N & (1 + \tau^2I_N)\end{pmatrix}^{-1}\right).
$$

We have assumed that $Q$ describes a connected map, so $G = 1$. After some labor, $\rho$ becomes

$$
\rho = 1 + \sum_{i=1}^{N-1} \frac{(\tau_i^2/\sigma^2)/d_i + (\tau_i^2/\sigma^2)}{(\tau_i^2/\sigma^2)/d_i + (\tau_i^2/\sigma^2) + 1}.
$$

While this suggests how total DF in the fit might be attributed to $\delta$ and $\xi$, any such partition must be rigorously justified. We do this in Section 2.5.

Example 2 (Global mean surface temperature: dynamic linear growth model). Summary measures of the earth’s surface temperature are used to describe global climate. Consider the series $y_t$, $t = 0, \ldots, 124$, of global average temperature deviations (units 0.01 degrees Celsius) from 1881 to 2005. Figure 2 plots $y_t$, available at http://data.giss.nasa.gov/gistemp/tabledata/GLB.Ts.txt; Section 3.2 explains the rest of the plot. We smooth $y_t$ using the linear growth model, which captures variation using time-varying mean and trend and independent noise (West and Harrison 1997, chap. 2). This model has equations for observation error, variation in local mean, and variation in trend,

$$
y_t = \mu_t + n_t, \quad t = 0, \ldots, T,
$$

$$
\mu_t = \mu_{t-1} + \beta_{t-1} + w_{1,t}, \quad t = 1, \ldots, T,
$$

$$
\beta_t = \beta_{t-1} + w_{2,t}, \quad t = 1, \ldots, T - 1.
$$

Let $\mu$, $\beta$, $n$, $w_1$, and $w_2$ be the vectors of $\mu_t$, $\beta_t$, $n_t$, $w_{1,t}$, and $w_{2,t}$, respectively. Assume that $n$, $w_1$, and $w_2$ are mutually independent and assume $n \sim N(0, \sigma^2I_{r+1})$, $w_{1} \sim N(0, \sigma^2I_{T})$, and $w_2 \sim N(0, \sigma^2I_{T-1})$, so $\sigma^2$, $\sigma^2$, and $\sigma^2$ describe the size of observation error $n_t$ and the smoothness of level $\mu_t$ and trend $\beta_t$. The equation for $\beta_t$ is the simplest CAR model, and the model for updating $\mu_t$ is similar; thus the variances $\sigma^2$ and $\sigma^2$ play roles like those of the variances in Example 1.

![Figure 2. Example 2, global mean surface data, data and fitted smooths for gamma priors.](image-url)
Following H&S, combine the three equations and reformulate them as a linear model:

\[
\begin{pmatrix}
Y^{(T+1)\times 1} \\
0_{T \times 1} \\
0_{(T-1)\times 1}
\end{pmatrix} =
\begin{pmatrix}
I_{T+1} \quad 0_{(T+1)\times T} \\
Z_1 \quad -I_T \\
Z_2
\end{pmatrix}
\begin{pmatrix}
\mu \\
\beta \\
w_1 \\
w_2
\end{pmatrix} +
\begin{pmatrix}
n \\
0 \\
0
\end{pmatrix},
\]

where \( Z_1 = [0_{T \times 1}; I_T] - [I_T; 0_{T \times 1}]; Z_2 = [0_{(T-1)\times 1}; I_{T-1}] - [I_{T-1}; 0_{(T-1)\times 1}] \). Then

\[
\rho = \text{tr}\left[
\begin{pmatrix}
I_{T+1} + \frac{\sigma_2^2}{\sigma_1^2}Z_1'Z_1 & -\frac{\sigma_2^2}{\sigma_1^2}Z_1'Z_2' \\
-\frac{\sigma_2^2}{\sigma_1^2}Z_1 & I_T + \frac{\sigma_2^2}{\sigma_1^2}Z_2'
\end{pmatrix}^{-1}
\right].
\]

This is difficult to simplify and thus offers little intuition about how to attribute DF separately to the local mean and the local trend and local mean and from observation error. In these examples, variation comes from perturbations in the second example, variation comes from perturbations in the mixed-effect form and normal distributions for random effects and errors, for example, penalized splines in the mixed-model representation (Ruppert, Wand, and Carroll 2003) and at least some Gaussian process models. Section 2 defines the class of models, then gives and rationalizes the new definition. Section 3 applies this definition to the examples and explores its uses. The new definition is consistent with that given by Ruppert, Wand, and Carroll (2003, sec. 8.3) except for DF for residuals (Ruppert, Wand, and Carroll 2003, sec. 3.14). Ruppert, Wand, and Carroll (2003) also gave an approximation to an effect’s DF, noting that “for all examples we have observed … there is practically no difference between the approximate and exact degrees-of-freedom values” (p. 176). Section 3 gives an example in which the approximation differs substantially from the exact DF. Section 4 considers DF for residuals, in particular why the most common formula (Ruppert, Wand, and Carroll 2003, sec. 3.14), when added to the DF in the fitted model, gives a total less than the sample size, an oddity avoided by the new definition. Section 5 concludes. Technical results are provided in the Appendix, which is available online with the supplemental materials.

Model comparison criteria generally penalize a measure of model fit with a measure of model complexity. For example, Vaida and Blanchard (2005) derived a penalty based on \( \rho \) for a conditional Aikake information criterion for linear mixed models. In defining the deviance information criterion (DIC), Spiegelhalter et al. (2002) defined their penalty, the effective number of parameters \( p_D \), in terms of a measure of model fit. However, in the light of Plummer (2008), it is not clear that the “right” penalty for using the same data to fit and evaluate a model is a simple function of any measure of model complexity, and thus describing model complexity and comparing models are distinct problems. We defer further consideration of model comparison, DIC, and \( p_D \) to Section 5.

2. THE NEW DEFINITION OF DF

2.1 Model Specification and Notation

Consider a linear model, which we call “the standard model,” written as

\[
y = X_1 \theta_1 + X_2 \theta_2 + \epsilon.
\]

(2)

where \( y \in \mathbb{R}^n \) contains the observations, \( X_1 \in \mathbb{R}^{n \times p} \) is the design matrix for fixed effects (FE) that are not smoothed, and \( X_2 \in \mathbb{R}^{n \times L} \) is the design matrix for smoothed effects, including random effects, effects representing spatial clustering, and so on. Vectors \( \theta_1 \in \mathbb{R}^p \) and \( \theta_2 \in \mathbb{R}^L \) are mean-structure parameters. Partition \( X_2 \)’s columns as \( X_2 = [X_{21}, \ldots, X_{2j}, \ldots X_{2L}] \), \( j \leq L \), and conformably partition \( \theta_2 = (\theta_{21}, \ldots, \theta_{2j}) \). Model the \( j \)th cluster of smoothed parameters \( \theta_{2j} \) as \( \theta_{2j} | \Gamma_{2j} \sim N(0, \Gamma_{2j}) \), with the
\[ \theta_{2j} | \Gamma_2 \] mutually independent; define \( \Gamma_2 \) as the block diagonal matrix with the \( \Gamma_{2j} \) being the blocks on the diagonal. The normally distributed error \( \epsilon \) has mean \( 0 \) and covariance \( \Gamma_0 \). \( \Gamma_0 \) and \( \Gamma_{2j} \) are nonnegative definite and not necessarily proportional to the identity matrix or even diagonal. As the examples indicate, this is a large class of models. It includes Gaussian process models that can be written as \[ \theta = X_1 \theta_1 + S + \epsilon, \] where \( X_1 \theta_1 \) represents regressors, \( X_2 = I_0 \), \( \theta_2 = S \in \mathbb{R}^n \) with \( \Gamma_2 = \text{cov}(S) \) nondiagonal and usually a function of unknowns, and \( \text{cov}(\epsilon) \) is diagonal.

Further notation includes \( R(X) \) and \( N(X) \) for the column and null spaces of the matrix \( X \) and \( P_X \) for the orthogonal projection onto \( R(X) \). Appendix (a) gives necessary facts about the Moore–Penrose generalized inverse, denoted by \( X^+ \).

### 2.2 Motivation for the New Definition

First, consider a linear model that is simpler than the standard model (2),

\[ y = X_2 \theta + \epsilon, \tag{3} \]

where \( \theta \) is smoothed using the model or prior \( \theta \sim N(0, \Gamma_2) \), and \( \epsilon \sim N(0, \Gamma_0) \), for positive definite \( \Gamma_0, \Gamma_2 \). H & S wrote the model on \( \theta \) as “constraint cases,” and combined it with (3) to give

\[ y = \begin{pmatrix} y \\ 0 \end{pmatrix} = X \theta + \epsilon^* = \begin{pmatrix} X_2 \\ I \end{pmatrix} \theta + \begin{pmatrix} \epsilon \\ \xi \end{pmatrix}, \]

where \( \epsilon^* \) is multivariate normal with mean \( 0 \) and block diagonal covariance \( \Gamma = \text{diag}(\Gamma_0, \Gamma_2) \). H & S’s DF is

\[ \rho = \text{tr}[X_2(X \Gamma^{-1} X)^{-1}X_2^T \Gamma_0^{-1}] = \text{tr}[X_2(X_2 \Gamma_0^{-1} X_2 + \Gamma_2^{-1} - 1)(X_2^T \Gamma_0^{-1})], \tag{4} \]

Rewrite the matrix inverse in (4) as (Schott 1997, thm. 1.7)

\[ (X_2 \Gamma_0^{-1} X_2 + \Gamma_2^{-1})^{-1} = \Gamma_2 - \Gamma_2 X_2 \Gamma_2 X_2^T \Gamma_0 + \Gamma_0 \Gamma_2 X_2 \Gamma_2 X_2^T \Gamma_0^{-1} X_2 \Gamma_2 - \Gamma_2, \tag{5} \]

The left side of (5) is familiar from Bayesian linear models as the conditional posterior covariance of \( \theta | y, \Gamma \); while the right side is familiar as the conditional covariance of \( \theta \) given \( y \) from the joint multivariate normal distribution of \( \theta \) and \( y \). Use (5) to rewrite (4),

\[ \rho = \text{tr}[X_2 \Gamma_2 X_2^T \Gamma_0^{-1} - X_2 \Gamma_2 X_2^T (X_2 \Gamma_2 X_2^T + \Gamma_0)^{-1} X_2 \Gamma_2 X_2^T \Gamma_0^{-1}] = \text{tr}[X_2 \Gamma_2 X_2^T (X_2 \Gamma_2 X_2^T + \Gamma_0)^{-1} - (X_2 \Gamma_2 X_2^T \Gamma_0^{-1}) \times (X_2 \Gamma_2 X_2^T + \Gamma_0 - X_2 \Gamma_2 X_2) \Gamma_0^{-1}] \]

\[ = \text{tr}[X_2 \Gamma_2 X_2^T (X_2 \Gamma_2 X_2^T + \Gamma_0)^{-1} - \Gamma_0^{-1} \times (X_2 \Gamma_2 X_2^T + \Gamma_0 - X_2 \Gamma_2 X_2) \Gamma_0^{-1}] \]

which has the form trace [ratio of \{modeled variance matrix\} to \{total variance matrix\}]. This suggests defining a effect-specific DF as that effect’s contribution of variance to total variance. In the standard model (2), the mean-structure parameters \( \theta_{2j} \) are independent of each other conditional on their covariances \( \Gamma_{2j} \), and the variance in \( y \) arising from the effect represented by \( \theta_{2j} \) is \( X_2 \Gamma_2 X_{2j} \). Along with variation from the error \( \epsilon \), the total modeled variance for \( y \) is \( \sum_j \{X_2 \Gamma_2 X_{2j} + \Gamma_0 = X_2 \Gamma_2 X_{2j}^2 + \Gamma_0 \} \). Thus, in this special case when all effects are smoothed (\( \theta_1 \) is null) and all \( \Gamma_j \) are positive definite, the reformulated DF for \( X_2 \) is \( \text{tr}[X_2 \Gamma_2 X_{2j}^2 (X_2 \Gamma_2 X_{2j}^2 + \Gamma_0)^{-1}] \).

Green (2002) used a different approach to derive an equivalent decomposition of the effective number of parameters \( p_D \) when \( \Gamma_0 \) and \( \Gamma_2 \) are completely specified, in which case \( p_D \) is identical to H & S’s DF. But Green’s derivation does not appear to extend to cases in which \( \Gamma_0 \) or \( \Gamma_2 \) are functions of unknowns.

The development above and below is reminiscent of that of Gelman and Pardoe (2006), who developed measures of explained variance and pooling for each of the effects in a model (which they call “levels”), although their intent and results were rather different.

### 2.3 Definition of DF

Section 2.2’s reformulation of \( \rho \) for model (3), with all effects smoothed, suggests a way to rewrite H & S’s DF as a sum of meaningful quantities. However, for the standard model (2), the new formulation must accommodate nonsmoothed effects \( X_1 \). A nonsmoothed effect can be viewed as the limit of a smoothed effect, for which the prior covariance goes to infinity and imposes no constraint. The new definition uses \( \lambda \Gamma_1 \in \mathbb{R}^{p \times n} \) as \( \theta_1 \)’s covariance matrix, where \( \Gamma_1 \) is unspecified but positive definite and \( \lambda \) is a positive scalar. In the limit, as \( \lambda \) goes to \( +\infty \), \( \Gamma_1 \) disappears. For the standard model (2), then, define DF for nonsmoothed effects, denoted by DF(\( X_1 \)), as

\[ \text{DF}(X_1) = \lim_{\lambda \to +\infty} \text{tr}[X_1 \lambda \Gamma_1 X_1'] \times (X_1 \lambda \Gamma_1 X_1' + X_2 \Gamma_2 X_2' + \Gamma_0)^+ \]

\[ = \text{tr}[P_{X_1}] = \text{rank}(X_1). \]

The proof is provided in Appendix (b), which, like all other Appendices given later, is available online as supplemental material.

For the smoothed effect \( \theta_{2j} \), DF is defined analogously,

\[ \text{DF}(X_2) = \lim_{\lambda \to +\infty} \text{tr}[X_2 \Gamma_2 X_{2j} \lambda \Gamma_1 X_1' + X_2 \Gamma_2 X_2' + \Gamma_0] \times (I - P_{X_1})(X_2 \Gamma_2 X_2' + \Gamma_0)^+ \]

\[ = \text{tr}[X_2 \Gamma_2 X_{2j}] \times (I - P_{X_1})(X_2 \Gamma_2 X_2' + \Gamma_0)^+. \]

This proof is provided in Appendix (c). Similarly, for the error term \( \epsilon \),

\[ \text{DF}(\epsilon) = \lim_{\lambda \to +\infty} \text{tr}[(\epsilon^*) \lambda \Gamma_1 X_1' + X_2 \Gamma_2 X_2' + \Gamma_0] \times (I - P_{X_1})(\epsilon^*)^+. \]

This follows by the argument given in Appendix (c). In general, this differs from residual DF as defined by Ruppert, Wand, and Carroll (2003, sec. 3.14) or Hastie and Tibshirani (1990, sec. 3.5).

Based on this definition, the DF of a smoothed effect \( X_{2j} \) or error \( \epsilon \) is the fraction of variation contributed by \( X_{2j} \) or \( \epsilon \) out of variation not accounted for by the unsmoothed effects \( X_1 \). Because computing DF(\( X_2 \)) can be laborious, Cui (2008, p. 79) derived the approximation \( \text{DF}_p(X_2) = \text{tr}[X_2 \Gamma_2 X_{2j} (I - P_{X_1})(X_2 \Gamma_2 X_{2j} + \Gamma_0 (I - P_{X_1}))^+] \), which is equivalent to the approximation of Ruppert, Wand, and Carroll (2003, pp. 175–176) when both are defined. In Section 3.2 we briefly consider this approximation’s accuracy.
2.4 Properties of the Definition

We argue for the new definition’s validity by presenting four of its properties:

(DF.a) The new definition is consistent with H&S’s DF; the sum of DF over all effects equals H&S’s ρ for the whole model. Appendix (d) gives a proof.

(DF.b) The sum of DF in the model fit and error is fixed. When \( \Gamma_0 \) is positive definite, \( \text{DF}(X_1) + \sum_t \text{DF}(X_{2j}) + \text{DF}(\epsilon) = \dim(y) \), the dimension of \( y \). Appendix (e) gives a proof. For the definition of DF in residuals given by Ruppert, Wand, and Carroll (2003) and Hastie and Tibshirani (1990), \( \text{DF}(X_1) + \sum_t \text{DF}(X_{2j}) > \dim(y) \), with the deficiency arising from DF(residuals).

(DF.c) The DF of an effect has a reasonable upper bound, \( \text{DF}(X_{2j}) \leq \text{rank}(I - P_{X_1})X_{2j} = \text{rank}([X_j, X_{2j}]) - \text{rank}(X_1) \leq \text{rank}(X_{2j}) \) for \( j = 1, \ldots, J \). Appendix (f) gives a proof.

(DF.d) Scale-invariance property. DF, and particularly priors on DF, avoid problems arising from scaling of columns of the design matrix. (We discuss prior distribution on DF in Sec. 2.6.) Suppose that in the standard model (2), the covariance of each smoothed effect \( \theta_{2j} \) and the covariance of the error term \( \epsilon \) are both characterized by a single parameter, \( \tau_{2j} = \sigma_{2j}^2 \Gamma_{2j} \) and \( \Gamma_0 = \sigma_0^2 \Gamma_0^0 \), where the \( \sigma_{2j}^2 \) are unknown scalars and \( \Gamma_0^0, \Gamma_0^0 \) are known and positive definite. Let \( B \in \mathbb{R}^{p \times p} \) be nonsingular, and let \( H_j \) be a matrix such that \( H_j \Gamma_{2j}^0 H_j' = \Gamma_0^0 \), for example, \( \Gamma_{2j}^0 \) is the identity and \( H_j \) is orthogonal. Then the posterior of \( X \theta \) arising from independent priors on \( (\text{DF}(X_{21}), \ldots, \text{DF}(X_{2l})) \) and \( \sigma_{2j}^2 \) is the same when \( X_1 \) is transformed to \( X_1' = X_1B \), and \( X_2 \) is transformed so that \( X_{2j}' = t_jX_jH_j \) for nonzero scalars \( t_j \). Appendix (g) gives a proof.

2.5 The New Definition Applied to the Examples

Example 1 (Model with clustering and heterogeneity). Assume that the spatial map represented by \( Q \) is connected, so \( G = 1 \). (This is not necessary.) The CAR model for the spatial clustering effects \( \delta \) models \( V' \delta \) as \( N(0, \tau_0^2 D_{11}^{-1}) \), while \( \Gamma_0', \delta \) is not smoothed; thus reexpress this model in the standard form (2) by taking \( X_1 = I_N, X_{21} = V_1, X_{22} = I_N, \) and \( \theta_1 = \Gamma_0', \delta, \theta_{21} = V_1^* \delta, \theta_{22} = \xi, \Gamma_{21} = \tau_{21}^2 D_{11}^{-1}, \Gamma_{22} = \tau_{22}^2 I_N, \) and \( \Gamma_0 = \sigma_0^2 I_N \). The constraint cases become \( \theta_{21} \sim N(0, \tau_0^2 D_{11}^{-1}) \) and \( \theta_{22} \sim N(0, \tau_0^2 I_N) \). Appendix (h) derives these expressions for DF(\( \delta \)) and DF(\( \xi \)):

\[
\text{DF}(\delta) = \text{rank}(X_1) + \text{tr} \left\{ X_2 \Gamma_{21} X_{21}' \left[ (I_N - P_{X_1}) \right] \right\} + \sum_{i=1}^{N-1} \frac{(\tau_i^2/\sigma_i^2)/d_i + (\tau_i^2/\sigma_i^2) + 1}{\sigma_i^2}.
\]

\[
\text{DF}(\xi) = \text{tr} \left\{ X_{21} \Gamma_{22} X_{22}' \left[ (I_N - P_{X_0}) \right] \right\} + \sum_{i=1}^{N-1} \frac{(\tau_i^2/\sigma_i^2)/d_i + (\tau_i^2/\sigma_i^2) + 1}{\sigma_i^2}.
\]

Thus DF(\( \delta \)) + DF(\( \xi \)) = H&S’s DF. The DF of each component is a function of both variance ratios \( \tau_i^2/\sigma_i^2 ; \tau_i^2/\sigma_i^2 \), which sheds light on how the effects compete. If \( \tau_i^2/\sigma_i^2 \) increases for fixed \( \tau_j^2/\sigma_j^2 \), then DF(\( \delta \)) increases and DF(\( \xi \)) decreases. When there is more than one island (\( G > 1 \)), it is easy to show that the DF for clustering and heterogeneity are the sums of the respective DF for each island.

Example 2 (Linear growth model). Write this model as a linear model in \( \mu_0, \) the initial local mean; \( \beta_0, \) the initial local trend; \( w_1, \) noise in the local mean; and \( w_2, \) noise in the trend:

\[
\begin{align*}
\begin{bmatrix}
\gamma_0 \\
\gamma_1 \\
\gamma_2 \\
\gamma_3 \\
\cdots \\
\gamma_T
\end{bmatrix}
&= 
\begin{bmatrix}
1 & 0 & 0 & \cdots & 0 \\
1 & 1 & 0 & \cdots & 0 \\
1 & 1 & 1 & \cdots & 0 \\
1 & 1 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
\mu_0 \\
w_{11} \\
w_{12} \\
\vdots \\
w_{1T}
\end{bmatrix}
\end{align*}
\]

In terms of the standard model, the unsmoothed effects are \( \theta_1 = (\mu_0, \beta_0)', \) the smoothed effects are \( \theta_2 = (w_1', w_2')', \) the smoothing covariances are \( \Gamma_{21} = \sigma_1^2 I_T \) and \( \Gamma_{22} = \sigma_2^2 I_T \), and the error covariance is \( \Gamma_0 = \sigma_n^2 I_{T+1} \). DF(\( w_1 \)), DF(\( w_2 \)), and DF(\( n \)) follow straightforwardly, but the expressions do not simplify, and thus we omit them and illustrate their properties with some special cases.

When the local mean and trend do not vary (\( \sigma_n^2 = \sigma_2^2 = 0 \)), the model reduces to a linear regression with intercept \( \mu_0 \) and slope \( \beta_0 \), with 2 DF. Thus when \( \sigma_1^2 > 0 \) or \( \sigma_2^2 > 0 \), DF(\( w_1 \)) and DF(\( w_2 \)) describe complexity in the fit, beyond a linear trend, attributable to these two sources. Note that the matrix \( (X_1|X_{21}) \) is saturated, and \( X_{22} = X_{22}B \) for a specific \( B \). Thus if \( \sigma_1^2 > 0 \) and \( \sigma_2^2 > 0 \), then \( w_1 \) and \( w_2 \) compete with each other. Tables 1a and 1b show how they compete for various (\( \sigma_1^2, \sigma_2^2 \)); noise variance \( \sigma_n^2 \) is fixed at 1, and \( T \) is fixed at 124. When \( \sigma_2 = 0 \) (Table 1a), DF(\( w_1 \)) increases as \( \sigma_1 \) grows, with analogous results when \( \sigma_1 = 0 \) and \( \sigma_2 \) grows. As for the clustering and heterogeneity model, for fixed \( \sigma_1 > 0 \) (Table 1b), DF(\( w_1 \)) is reduced as \( \sigma_2 \) grows, because a larger \( \sigma_2 \) allows \( w_2 \) to compete more aggressively, and so DF(\( w_2 \)). The analogous result occurs when \( \sigma_1 \) increases for fixed \( \sigma_2 \).
2.6 Using Priors on DF to Induce Priors on Smoothing Parameters

The most familiar notion of DF is for linear models with one error term (e.g., Weisberg 1985), in which a model's DF is the fixed, known rank of its design matrix. As extended to scatterplot smoothers (e.g., Hastie and Tibshirani 1990), a fit's DF is not fixed and known before the model is fit, but rather is a function of tuning constants chosen to control the fit's smoothness. For DF as redefined here (e.g., in the model of Example 1), the vector of the effect-specific DF, (DF(δ), DF(ξ)), is a one-to-one function of the vector of variance ratios (τ^2_j/σ^2_j, τ^2_h/σ^2_h) and again is not fixed or known before the model is fit. Because of this one-to-one function, placing a prior distribution on (τ^2_j/σ^2_j, τ^2_h/σ^2_h) induces a prior on (DF(δ), DF(ξ)). But placing a prior on (DF(δ), DF(ξ)) to induce a prior on the unknown variance ratios (τ^2_j/σ^2_j, τ^2_h/σ^2_h) is equally legitimate. Such a prior has the advantage of being specified on the interpretable complexity measure instead of the usually more obscure variance ratios or variance variances. We can state this more precisely. In the standard model (2), suppose that each smoothed effect θ_{ij} and the error term ε have covariances characterized by one parameter, say $\Sigma_{ij} = \sigma_{ij}^2 \Gamma_{ij}$ and $\sigma_0^2 \Gamma_0$, where $\sigma_{ij}^2$ are unknown scalars and $\Gamma_{ij}$ and $\Gamma_0$ are known and positive definite. Further assume that $X_{ij} \not\subset R(X_1)$. Then DF(·) is a one-to-one mapping between $\mathbf{q} = (DF(X_{21}), \ldots, DF(X_{2J}))$ on $\mathbf{q}$'s range and $s = (\log(\sigma_{ij}^2/\sigma_0^2), \ldots, \log(\sigma_{ij}^2/\sigma_0^2)) \in \mathbb{R}^J$; and thus a prior on $\mathbf{q}$ induces a unique prior on $s$. Appendix (i) gives a proof and the Jacobian. By property (DF,d) in Section 2.4, under these assumptions, the posterior distribution of $X_{2j}\theta_{2j}$ using a prior on $\mathbf{q}$ is invariant under certain transformations of $X_{2j}$. Sometimes it is desirable to put a prior on functions of $\mathbf{q}$, e.g., DF(δ)/DF(ξ) in Example 1 (discussed later). If an $l$-variate function of $\mathbf{q}$, $u = (u_1(\mathbf{q}), \ldots, u_l(\mathbf{q}))$ is a one-to-one mapping, then a prior on $\mathbf{u}$ induces a unique prior on $s$.

When $\Gamma_{ij}$'s form is more complex than that assumed so far, a prior on DF partially specifies a prior on $\Gamma_{ij}$, and a complete prior specification requires a prior on other functions of $\Gamma_{ij}$. For example, if $\Gamma_{ij} = \text{diag}(\sigma_{ij}^2, \sigma_0^2)$, then a uniform prior on DF($X_{ij}$) induces a prior on a scalar function of $(\sigma_{ij}^2/\sigma_0^2, \sigma_0^2/\sigma_0^2)$. A complete specification requires a prior on another function of $(\sigma_{ij}^2/\sigma_0^2, \sigma_0^2/\sigma_0^2)$, for example, on $\sigma_{ij}^2/\sigma_0^2$.

### 3. Examples: Priors on DF, Partitioning DF, Competing Effects

#### 3.1 Periodontal Measurements: Clustering and Heterogeneity Model

Here we analyze AL data as described in Section 1 for 12 subjects without missing measurements taken from a larger data set of 410 subjects. The data set is available on line with the supplemental materials. Each site in each subject was measured once by each of two examiners; thus each subject provided 84 AL measurements on 42 sites. Zhao (1999) investigated differences between examiners using all 410 subjects and found tiny systematic differences between examiners. For each pair of examiners, the differences between the examiners' measurements showed small spatial correlation, and the standard deviation of the differences was similar for the different examiner pairs. Thus for our purposes here, we simply treat the two examinations on each patient as providing two iid measurements at each site.

Let $y_{ijk}$ be the $k$th measurement of site $j$ for subject $i, i = 1, \ldots, 12, j = 1, \ldots, 42, k = 1, 2$. Model $y_{ijk}$ as $y_{ijk} = \mu + \alpha_i + \delta_j + \xi_{ijk}$, where $\mu$ is the grand mean and $\alpha_i$ is subject $i$'s random effect, modeled as an independent $N(0, \sigma_{\alpha_i}^2)$ draw. The vector $\delta_j = (\delta_{j1}, \ldots, \delta_{j42})$ captures spatial clustering for subject $i$. We assume that these are independent across i and model each $\delta_j$ as $\text{CAR}(\mathbf{Q}, \sigma_{\delta_j}^2)$, with neighbor pairs as in Figure 1. We model heterogeneity effects, $\xi_{ijk}$ as $N(0, \sigma_{\xi_{ijk}}^2)$, assumed to be iid within subject. The $\xi_{ijk}$ capture unstructured measurement error and are modeled as independent $N(0, \sigma_{\xi_{ijk}}^2)$, with $\sigma_{\delta_j}^2$ being common to all subjects.

Subject $i$ has smoothing variances $\sigma_{\alpha_i}^2$ and $\sigma_{\delta_j}^2$, and thus DF(δ) and DF(ξ), allowing subject-specific inferences about the relative contribution to the fit of clustering and heterogeneity. An obvious prior for this purpose is a prior on $f_j = \text{DF}(\delta_i)/\text{DF}(\delta_i) + \text{DF}(\xi_i)$, the fraction, for subject $i$, of the fitted complexity attributed to clustering. A flat prior on $f_j$ demonstrates no preference between clustering and heterogeneity without constraining the total DF in subject $i$'s fit, DF(δ) + DF(ξ), so it can be considered natural. We used independent flat priors on $f_j$, DF(δ) + DF(ξ), and DF(α). Table 2 gives the posterior means of the $f_j$; the posterior medians are similar.

In Table 2, the overall DF for spatial clustering has a posterior mean of 82.00 out of 407, and subject-specific values are 1.66–16.75 out of 41. Overall DF for heterogeneity has a posterior mean of 158.26 out of 503; subject-specific values are 1.60–28.12 out of 42. The posterior mean of $f_j$ ranges from 0.18 to 0.52, with a median of 0.36, compared with the prior mean of 0.50; thus for most subjects, the data indicate that heterogeneity should receive more fitted complexity than clustering. Compared with $\sigma_{\alpha_i}/(\sigma_{\alpha_i} + \sigma_{\delta_j})$ (Eberly and Carlin 2000), $f_j$ has a direct interpretation and accounts for all other sources of variation; that is, because measurement error variance $\sigma_{\xi_{ijk}}^2$ is common...
to all subjects, \( f_j \) depends indirectly on \( \sigma^2_j / \sigma^2_0 \) and \( \sigma^2_k/j/\sigma^2_0 \) for \( j \neq i \).

Are these results reasonable? Figure 3 shows the data and the posterior of \( f_i \) for subjects 11, 7, and 10, who have the smallest (subject 11) and the largest (subjects 7 and 10) \( E(f_i|y) \). Based on Section 1’s interpretation, when the DF are low for both clustering and heterogeneity, the data should have little large-scale trend or unpatterned noise respectively. When the DF are large for both, we should see large differences in the local level between different parts of the mouth, as well as sizeable unpatterned variation around that large-scale trend. When DF is large for heterogeneity but small for clustering, we should see little large-scale trend but much unpatterned variation. Subjects 11 and 7 have a similar posterior DF for clustering (about 6 DF), while subject 11 has a much larger DF for heterogeneity (about 28 DF). The data in Figure 3 indicate a similarly modest large-scale trend for these two subjects, but with much greater unpatterned variation for subject 11. Now compare subjects 7 and 10, who have the same \( E(f_i|y) \), but subject 10 has a smaller posterior expected DF for both components by a factor of about 4.

As expected, the data for subject 10 show much less trend and variation than the data for subject 7.

The random effects \( \alpha, \delta, \) and \( \xi \) compete with one another; the column spaces for \( \alpha \) and \( \delta \) are orthogonal to each other, but both are contained in the column space for \( \xi \). To give a taste of how this affects partitioning of DF, Table 3 shows results from simulated data like the periodontal data set analyzed earlier. For simplicity, all 12 simulated subjects have the same \( \sigma^2_0 \) and \( \sigma^2_k \) in both the data and the model. We fixed \( \sigma^2_0 \) at 1 and sampled 100 artificial data sets from each of 6 sets of true variance ratios \( \sigma^2_2/\sigma^2_0, \sigma^2_3/\sigma^2_0, \sigma^2_4/\sigma^2_0 \), drawing new \( \alpha, \delta, \) and \( \xi \) for each artificial data set. The analyses used a flat prior on \( (DF(\alpha), DF(\delta), DF(\xi)) \); flat priors on \( DF(\alpha), DF(\delta + DF(\xi)) \), and \( DF(\delta/(DF(\delta + DF(\xi)) \) give similar results. The DF allocated to subjects, \( DF(\alpha) \), are similar in all cases considered, and we do not discuss this further here.

In Table 3, consider the columns labeled “True DF”; these values are DF as a function of the true variances. The model with both clustering and heterogeneity (rows (1, 1, 1) and (0.25, 0.25)) allocates less complexity to clustering than the model with only clustering (rows (1, 1, 0) and (0.25, 0.25, 0)). The presence of heterogeneity reduces the true DF for clustering to a proportionally greater extent when the true variances are 1 (42% reduction) than when they are 0.25 (21%). The presence of clustering has a similar effect on the true DF for heterogeneity (29% and 19% reduction, respectively). In other words, the two effects compete but to a lesser degree when each is constrained more by a smaller true variance. Now consider the columns labeled “Estimated [imputed] DF,” which for each row in the table is the posterior median DF for each artificial data set, averaged over the 100 artificial data sets. When heterogeneity is truly absent (rows (1, 1, 0) and (0.25, 0.25, 0)), the analysis nonetheless allocates some DF to heterogeneity. (35 and 32 when the variances are 1 and 0.25, respectively), and the estimated DF for the competing clustering effect are below the true values by 23 and 10 DF respectively. That is, some of heterogeneity’s DF are “stolen” from clustering, about 2/3 when the variances are 1 (and competition is more fierce) and about 1/3 when the variances are 0.25. An analogous but less pronounced effect occurs when clustering is truly absent. We discuss the implications of this finding in Section 5.

### 3.2 Global Mean Surface Temperature: Linear Growth Model

Using the linear growth model to smooth the global mean surface temperature series, we consider two types of priors on \( \sigma^2_n, \sigma^2_f, \sigma^2_c \): independent Gamma(0.001, 0.001) on each \( 1/\sigma^2_f \) and DF-induced priors. Figure 2 plots the data and three fits (posterior means) arising from gamma priors. For one fit, the analysis used the design matrix’s original scaling; for the other two fits, the columns of the design matrix were multiplied by 50 and 100. All smooths capture the increase from 1881 to 1940, the decrease from 1940 to 1970, and the increase after 1970. The fit with the original scaling smooths the most, with \( DF(\text{w}_1) + DF(\text{w}_2) \) having posterior mean 5.6. The gamma prior’s effect is not invariant to the scaling of \( \text{X}'s \) columns, so the posteriors differ noticeably when the same gamma prior is used with rescaled design matrixes. When \( \text{X}'s \) columns are multiplied by 100, the posterior means of \( DF(\text{w}_1) \) and \( DF(\text{w}_2) \) sum to 21.5. It was simply lucky that in the “natural” scaling, the gamma prior gave a reasonable result. In contrast, priors specified on DF avoid the problem of scaling. Instead, they control the fit’s smoothness directly by constraining DF in the fit. Figure 4 plots fits from flat priors on \( DF(\text{w}_1), DF(\text{w}_2) \) with five different constraints on total DF in the smoothed effects. The fit becomes smoother as the constraint on total DF is reduced. Figure 5 shows histograms of 10,000 draws from the posterior of \( DF(\text{w}_1) \) and \( DF(\text{w}_2) \) arising from flat priors on them that are constrained so that the total smoothed DF is <6. Both posteriors are skewed, but in different directions. For the local mean, \( E(DF(\text{w}_1)|y) = 0.86, \) while for the local slope, \( E(DF(\text{w}_2)|y) = 4.58). This example also presents an instance in which the approximate DF (Sec. 2.3; Ruppert, Wand, and Carroll 2003, sec. 8.3) performs poorly. For the flat priors on \( DF(\text{w}_1), DF(\text{w}_2) \) with total DF constrained to be <6, the posterior mean of exact and

| Source                  | \( DF(\delta) \) | \( DF(\xi) \) | \( E(f_i|y) \) |
|-------------------------|-----------------|---------------|---------------|
| Sum of subjects         | 82.00           | 158.26        | 0.34          |
| Subject #11             | 6.32            | 28.12         | 0.18          |
| Subject #3              | 7.74            | 27.24         | 0.22          |
| Subject #9              | 1.88            | 4.15          | 0.31          |
| Subject #2              | 1.66            | 3.44          | 0.33          |
| Subject #5              | 10.10           | 20.14         | 0.33          |
| Subject #6              | 10.34           | 19.06         | 0.35          |
| Subject #12             | 11.53           | 20.29         | 0.36          |
| Subject #8              | 5.52            | 8.08          | 0.41          |
| Subject #4              | 16.75           | 18.07         | 0.48          |
| Subject #1              | 1.84            | 1.89          | 0.49          |
| Subject #10             | 1.76            | 1.60          | 0.52          |
| Subject #7              | 6.57            | 6.18          | 0.52          |

NOTE: The maximum possible DF for \( \delta_i \) and \( \xi_i \) are 41 and 42 for individual subjects and 402 and 503 for all subjects combined.
Figure 3. Example 1. AL data and histograms of draws from the posterior of $f_i$, the fraction of model complexity attributed to spatial clustering. The top two panels are for subject 11, the middle two panels are for subject 7, and the bottom two panels are for subject 10, who had $E(f_i|y) = 0.18, 0.52, \text{ and } 0.52$ respectively.

Approximate DF for $w_1$ are 0.86 and 1.87 respectively, differing by more than 1 DF, while the posterior mean of exact and approximate DF for $w_2$ are closer, 4.58 and 4.76, respectively.

When total DF is constrained to be $<10$, the posterior mean of exact and approximate DF are 2.97 and 5.13 for $w_1$—differing by more than 2 DF—and 5.14 and 5.75 for $w_2$. 
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Table 3. True DF and average posterior median DF for clustering and heterogeneity, for various true \((\sigma_2^2/\sigma_0^2, \sigma_2^2/\sigma_0^2, \sigma_2^2/\sigma_0^2)\), with 100 simulated data sets per scenario

<table>
<thead>
<tr>
<th>((\sigma_2^2/\sigma_0^2, \sigma_2^2/\sigma_0^2, \sigma_2^2/\sigma_0^2))</th>
<th>True DF</th>
<th>Est DF</th>
<th>MC SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>((1, 1, 0))</td>
<td>245 0</td>
<td>222 35</td>
<td>20 19</td>
</tr>
<tr>
<td>((1, 1, 1))</td>
<td>143 233</td>
<td>143 233</td>
<td>24 29</td>
</tr>
<tr>
<td>((1, 0, 1))</td>
<td>0 328</td>
<td>7 323</td>
<td>3 15</td>
</tr>
<tr>
<td>((0.25, 0.25, 0))</td>
<td>0 121</td>
<td>0 111</td>
<td>15 17</td>
</tr>
<tr>
<td>((0.25, 0.25, 0.25))</td>
<td>0 95</td>
<td>133 97</td>
<td>18 33</td>
</tr>
<tr>
<td>((0.25, 0, 0.25))</td>
<td>0 0</td>
<td>164 7</td>
<td>160 3</td>
</tr>
</tbody>
</table>

NOTE: Est DF is the average of the 100 posterior medians, and MC SE is the Monte Carlo standard error of that estimate.

4. DEGREES OF FREEDOM FOR RESIDUALS

The standard model (2), with \(\Gamma_0\) set to \(\sigma_2^2I\), can be re-expressed as

\[
\begin{align*}
y &= f + \epsilon, \\
\epsilon &\sim N(0, \sigma_2^2I), \\
f &\sim N(X_1\theta_1, X_2\Gamma_2X_2'),
\end{align*}
\]

where \(f\) is a true but unknown function that we want to estimate, evaluated at the design values corresponding to the rows of \(X_1\). This notation is most familiar for penalized splines represented as mixed linear models (as in Ruppert, Wand, and Carroll 2003), where \(f\) is the true smooth function relating a predictor \(x\) and dependent variable \(y\). It appears that the approach of Ruppert, Wand, and Carroll (2003) requires that \(X_1\) have full rank; in this section we assume that \(X_1\) has full rank.

Treating \(\sigma_2^2\) and \(\Gamma_2\) as known, the fitted values from this model—the BLUPs or conditional posterior means—are \(\hat{y} = Sy\) for

\[
S = [X_1 \quad X_2] \begin{bmatrix} X_1' \quad X_2' \end{bmatrix} \begin{bmatrix} X_1 & X_2 \\ X_1' & X_2' \end{bmatrix} + \sigma_2^2 \begin{bmatrix} 0 & 0 \\ 0 & \Gamma_2^{-1} \end{bmatrix} \begin{bmatrix} X_1' \\ X_2' \end{bmatrix}.
\]

Here \(S\) is a linear smoother. The DF in the fitted values \(\hat{y}\) is \(\text{tr}(S)\) under all published definitions. The most common definition for residual DF in linear mixed models is derived as follows (Hastie and Tibshirani 1990, sec. 3.5; Ruppert, Wand, and Carroll 2003,

Figure 4. Example 2, global mean surface data, DF prior with different sum constraints on total smoothed DF.
The inequality holds because 

\[ \text{bias term} \]

Taking the mixed-effects model (2) literally, \( f \) is random, so we can remove the conditioning on \( f \) in (6). To do so, we need the claim, proved in Appendix (j), that if \( f \) is distributed as normal with mean \( X_1 \theta_1 \) and covariance \( X_2X_2' \), then

\[
E [ f (S - I)' (S - I) f | \Gamma_2, \Gamma_0 ]
= \text{tr} ((S - I)' (X_2 \Gamma_2 X_2' + X_1 \theta_1 (X_1 \theta_1)' (S - I))
= \text{tr} ((S - I)' (-\sigma_f^2 S)).
\]

We can now remove the conditioning on \( f \). By the foregoing claim,

\[
\text{MSE}(y | \Gamma_2, \Gamma_0)
= E [ \text{MSE}(y | \Gamma_2, \Gamma_0, f) ]
= \sigma_f^2 (n + \text{tr}(S'S - 2 \text{tr}(S)) + E [ f (S - I)' (S - I) f | \Gamma_2, \Gamma_0 ]
= \sigma_f^2 (n + \text{tr}(S'S - 2 \text{tr}(S)) + \text{tr} ((S - I)' (-\sigma_f^2 S))
= \sigma_f^2 (n - \text{tr}(S)).
\]

By the same rationale used to define the usual residual DF, we can now define residual DF as \( n - \text{tr}(S) \), the same as the new definition of DF in Section 2.3. Therefore,

\[
(\text{DF in fit}) + (\text{DF in residuals}) = \text{tr}(S) + n - \text{tr}(S) = n,
\]

as defined in Section 2; the missing DF are in the bias term of mean squared error. The difference between the two definitions can be small or large. For the global mean surface temperature dataset, using the prior with total DF constrained to \( < 6 \) and fixing the variance ratios at their posterior medians, the residual DF is 115.7 under the widely used definition and 117.6 under the new definition. But for the AL data, with the variance ratios fixed at their posterior medians, the residual DF is 699.6 under the widely used definition and 764.4 under the new definition.

The foregoing highlights an awkward element of contemporary non-Bayesian theory for mixed-effects models, specifically those with random effects that do not meet the definition of, say, Scheffé (1959, p. 238), that a random effect’s levels can “be regarded as a random sample from some population about which we wish to make our statistical inferences, rather than making them about the particular [levels] in the experiment.” Penalized splines (as in Ruppert, Wand, and Carroll 2003, sec. 4.9) present the clearest example of this difficulty. The theory of penalized splines presumes that the smooth function \( f \) is fixed but unknown (e.g., Ruppert, Wand, and Carroll 2003, p. 58); the spline is fit using a random-effects model because this gives a minimization problem formally identical to the minimization problem in the original definition of penalized splines, and also allows us to use all the usual mixed linear model tools. For penalized splines, it seems meaningless outside a Bayesian framework to take an expectation over the distribution of \( f \), which is presumed to be fixed if unknown and is formally represented as a random effect for convenience only. Thus the mean squared error given \( \Gamma_0, \Gamma_2 \), and \( f \) is (6), a quantity that is fixed but unknown because \( f \) is unknown. Although in expectation over \( f \), total DF in the model and residuals add to the sample size \( n \), for a given \( f \) this equality fails in general, and so “the books do not balance” as they do in conventional linear models.

The standard derivation of residual DF is intended to produce denominator DF for \( F \)-tests and is rationalized by the assumption that the squared length of the bias is small. For uses of this machinery described by Ruppert, Wand, and Carroll (2003) and
Hastie and Tibshirani (1990), in which the functions \( f \) are quite smooth, bias is likely small, and this presumption seems reasonable as it indeed was for the global mean surface temperature example. However, methods tend to outgrow their inventors’ intentions, inevitably so for a scheme as inclusive as the one in Ruppert, Wand, and Carroll (2003), so this standard derivation will be extended to cases where bias is not necessarily small. Thus a theoretically more tidy treatment would seem desirable; our new definition of DF may provide such a treatment.

From a Bayesian standpoint, \( \Gamma_2 \) can describe either variation in \( \theta_2 \) for old-fashioned random effects or uncertainty about \( \theta_2 \) for new-fangled random effects, and no problem arises because a probability distribution, once specified, obeys the same rules regardless of its rationale. But except when designing experiments, a Bayesian viewpoint does not consider expectations over varying \( y \), so the usual derivation of residual DF is of no interest. Thus a Bayesian interpretation cannot justify removing the conditioning on \( f \) in the usual derivation of residual DF.

The new definition given in Section 2, while not explicitly Bayesian, does treat the covariance matrices \( \Gamma_j \) as Bayesians do, irrespective of their rationale. In the new definition, an effect’s DF describes that effect’s proportion of total variance, partitioning the sample size \( n \) naturally (property DF.b) while treating all sources of variation in the same manner, that is, without singling out error variation for distinctive treatment as is done in the usual derivation of residual DF.

### 5. DISCUSSION

We have presented a new conception of DF for models using random effects and normal probability distributions, which was anticipated in part by Green (2002). Although the resulting definition of DF arises from linear model theory, it defines a scale for complexity in the space of covariance structures and can be loosely interpreted as the fraction of variation attributed to individual effects. The new definition rationalizes partitioning the total DF in the data set into pieces for effects in the model and for error. The latter avoids difficulties in the most common definition of residual DF (Section 4). Conceiving an effect’s DF as the fraction of variance attributed to the effect suggests a way of defining DF for nonnormal random-effects models, possibly avoiding the linear and normal approximations explicit in the approach of Lu, Hodges, and Carlin (2007) and implicit in the approach of Ruppert, Wand, and Carroll (2003, p. 212).

Our examples illustrate two uses of the new definition. The first use is to induce prior distributions on smoothing variances. In some cases, such variances are meaningful quantities, but priors on them are often nonintuitive and depend on the scale of the design matrix, as illustrated in Section 3.2. The examples show how to put scale-invariant priors on interpretable quantities like DF or \( \text{DF}(\delta)/\left(\text{DF}(\delta) + \text{DF}(\xi)\right) \), inducing priors on the less intuitive smoothing parameters. The global mean surface temperature example shows how a prior on DF can control smoothness directly.

The new definition’s second use is as an interpretable measure of each effect’s contribution to the fit’s complexity. This sheds light on competition between effects, which is especially acute in cases where the competing effects have design matrices with column spaces that overlap substantially, as in both examples. Competition of this sort is a broad topic that is only now being noticed (e.g., Reich, Hodges, and Zadnik 2006); tools like DF can help us describe and understand this phenomenon.

As a byproduct, the AL example presents an instance in which the approximate DF of an effect (Ruppert, Wand, and Carroll 2003, sec. 8.3; Cui 2008, p. 79) performs poorly. It almost certainly is not an accident that this arose in a model with highly collinear effects, in contrast with the examples of Ruppert, Wand, and Carroll (2003). If the approximation fails only with severe collinearity, then it may be possible to develop a diagnostic that indicates when the approximation is accurate, which would be useful given that it computes much faster than exact DF.

The simulation described in Section 3.1 demonstrates a tendency to allocate DF to an effect that was, in fact, absent. In practice, this may not be important, because our methods would be used in the context of a larger effort of model building, and before fitting this model, one would probably drop the heterogeneity term if the data indicated its absence. Moreover, if the purpose of the analysis is better estimation of AL at individual sites, then this is almost certainly not important. Nonetheless, from a theoretical standpoint, this problem needs to be explained. The proximate cause is that smoother tend not to shrink effects to zero even when they should. (This is the sole virtue of the zero variance estimates that are frequently produced by maximizing the restricted likelihood.) The extent of undershrinkage depends on the prior and would be reduced by, say, a scaled Beta(0.1, 0.1) prior on the relevant DF, which pushes the posterior more toward the extremes of complete or no shrinkage. Perhaps the larger implication is the need to rethink these extravagantly overparameterized models, which are the problem’s ultimate cause. The difficulty almost certainly arises because of the extreme collinearity of the clustering and heterogeneity effects; partitioning degrees of freedom merely describes the consequence of this collinearity.

Finally, how does DF compare with the popular effective number of parameters \( p_D \)? Recall that in view of Plummer (2008), we distinguish the problems of model complexity and model comparison. Thus DF’s purpose is to describe a model’s complexity in terms drawn from simple, well-understood models, making it possible to control complexity in fitting the model to a data set by means of a prior distribution on complexity. Regarding \( p_D \)’s interpretability, its definition (Spiegelhalter et al. 2002, sec. 2.3) is opaque, and the only concrete interpretation that Spiegelhalter et al. (2002) offer is that in simple cases—where complexity measures already exist—\( p_D \) takes values that people generally like. Second, our approach implicitly presumes that a model exists independently of any realized outcome \( y \), so its complexity can be defined without a realized \( y \). This is true of DF and of most complexity measures (e.g., Hastie and Tibshirani 1990; Ye 1998), but not \( p_D \), the definition of which requires a realized \( y \) through the point estimate \( \hat{\theta} \) and the posterior mean of the deviance \( D(\hat{\theta}) \). In special cases, such as normal hierarchical models with all covariances known, \( p_D \) does not depend on \( y \), and in these cases \( p_D \) agrees with DF (Green 2002; Spiegelhalter et al. 2002, secs. 2 and 4). But with unknown variances (i.e., in practical situations), \( p_D \) and DF diverge.
A complexity measure defined independently of the outcome \( y \) will in general be a function of unknowns. This is acceptable; statisticians routinely specify models as functions of unknowns (in Bayesian terms, conditional on unknowns), and describing a model’s complexity as a function of its unknowns creates no difficulties. The DF of a fitted model is obviously a function of the data, through either plug-in estimates or posterior distributions of the unknown parameters in the covariance matrices. But a complexity measure defined independently of \( y \), like DF, allows a prior distribution on complexity to softly control the complexity of the fit. This is not possible with \( p_D \), because in general it is defined in terms of a specific realized \( y \).

It is not clear that \( p_D \) can be partitioned corresponding to components of the model, as DF can. Spiegelhalter et al. (2002, secs. 6.3 and 8.1) did partition \( p_D \) corresponding to subdivisions of the deviance to create an outlier diagnostic from DIC, and in problems where the likelihood factors, DIC and \( p_D \) partition analogously (e.g., for errors-in-covariates models). Green (2002) gives a partition of \( p_D \) identical to ours in the special case where all covariance matrices are known, but it is not clear this can be extended to the case where covariances are unknown.

Thus, while the relatively easy computation of \( p_D \) is certainly desirable, for our purposes this seems to be outweighed by its conceptual and practical disadvantages.

SUPPLEMENTAL MATERIALS

Appendices and Periodontal Data: This archive file contains Appendices (a)–(j) and the periodontal data analyzed in Section 3.1, along with R code to read it and construct the neighbor-pair matrix \( Q \) used for the analyses. (TECHM08-161 Supplementary Materials.zip; zip archive)
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